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Abstract—The use of saliency mechanisms for defect detection
is discussed in this work. We consider defects on regular surfaces
as conspicuous areas that catch the attention of the surveyors.
Following this approach, we propose the use of the Bayesian
framework SUN, devised to provide saliency information based
on natural statistics, to combine information about the visual
appearance of the surface under inspection, to finally indicate
where the defects (if any) are located. The visual information
is suggested to be based on features commonly used to predict
human eye fixations: contrast and symmetry. We demonstrate
that these two features provide a description of the surface
that can be used to indicate whether it is defective or not.
Our approach is assessed using a publicly available image
dataset containing a variety of surfaces with defective areas. The
performance of the defect detector is evaluated through cross-
validation and successful results are obtained.

I. INTRODUCTION

Defect inspection is a task typically required in man-
ufacturing processes (from tiles to integrated circuits) and
the maintenance of installations (buildings, industrial plants,
ships , aircrafts...). During such inspections, defects that can
compromise the usefulness of the product or the integrity and
safety of the installation are supposed to be detected. Computer
vision has been used on many occasions for automated and
semiautomated defect detection using images as input. Follow-
ing this approach, many methods can be found in the literature
for detecting different kinds of defects. By way of example,
[1] succinctly overviews some of them.

Saliency mechanisms have been successfully used in a
number of applications including prediction of human eye
fixations, image segmentation, object recognition, image re-
targeting, thumbnailing and retrieval [2], [3]. Almost all atten-
tional models are inspired by cognitive concepts and intend to
emulate the human vision system in order to pay more attention
to certain areas of the image, those that humans consider that
contain more important information.

This paper introduces the idea of using saliency mecha-
nisms for defect detection. We consider defects as anomalous
situations that draw the attention of the inspector. Note that this
approach is less restrictive than looking for a specific defect
characterized by a certain set of visual features. In the literature
we can find some examples of using saliency to detect specific
defective situations on specific materials or components (on
LCD panels [4], on paper [5], etc).

More precisely, our approach consists in using saliency
information provided by the Bayesian framework SUN [6] to

indicate where defective areas (if any) are situated. We use
this framework to combine visual information for computing
the probability of being defective at every image point. This
probability is computed relying on the experience learned in
advance from a collection of images, instead of just relying
on the information obtained from the image under inspection.

To feed this Bayesian framework, we use features com-
monly employed for predicting human eye fixations. The ratio-
nale behind this idea is that we consider defects as something
that catches the visual attention of surveyors during visual
inspection. We propose to use two different features:

e on the one hand, contrast in luminance, color and
orientation as defined in the saliency model by Itti et
al. [7], which has become one of the most influential
saliency models;

e  on the other hand, symmetry as defined in the saliency
model by Kootstra et al. [8], which has proved to out-
perform previous models when the goal is to predict
human eye fixations.

These two features supply complementary information about
the image elements, and the experiments performed in this
study indicate that they are suitable for guiding defect inspec-
tion processes.

II. A BAYESIAN APPROACH FOR DEFECT DETECTION

We consider defects as rare phenomena that may appear
on a regular surface or structure. Since they are rare, the
probability of an area of being affected by some kind of
defect is rather low. In this paper, we propose to use this low
probability to indicate salient areas in digital images, that we
expect to coincide with defects.

A similar idea, but applied to the detection of general
targets, is used by Zhang et al. [6]. In their paper they propose
a Bayesian framework that incorporates top-down information
with bottom-up saliency (self-information of visual features) to
provide the pointwise mutual information between the features
and the target, when searching for a target. They call their
framework Saliency Using Natural Statistics (SUN) since they
focus on learned statistics from natural scenes.

In our approach, we compute the probability of different
features suitable for describing defective areas and combine
them using the SUN framework. In the original framework,
saliency at a given point z is defined as:
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where F' consists of the visual features of a point, f, represents
the feature values observed at z, L is the location (pixel
coordinates) of a point, [, represent the location of z, and
C denotes whether a point belongs to a target class or not
(1 = target class).

Since defects do not depend on their location on the image,
the formulation can be simplified:
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Using this formulation, the saliency of a given point z de-
creases as the probability of features f, is higher, and increases
as the probability of f. in defects increases. To estimate these
probabilities, the Parzen windows method [9] has been applied
to the histograms obtained for the different features computed
for all the images of a training set (further explained in Section
IV). This training step entails an additional advantage: saliency
is not only based on the features observed on the image under
inspection but on the statistics obtained in advance from a
learning set of images.
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The selection of the features used to feed the Bayesian
framework as well as their suitability for describing defects is
explained in Section III.

III. DEFECTS AND SALIENT FEATURES

During a visual inspection process, defects —considered as
rare phenomena— will potentially attract the visual attention
of the surveyor. Following this idea, we propose to describe
defects using features typically used in cognitive models to
predict human eye fixations.

Among them, we focus on those which can be evalu-
ated through a saliency map. A saliency map consists in a
topographic map that represents the conspicuousness of the
different areas of the input image [10]. This is typically shown
as a gray-scale image where locations with higher conspicuity
values are closer to white and less salient areas are closer to
black.

One of the most influential saliency computational ap-
proach following a model-based paradigm is based on contrast
[7]. This model was presented in 1998 by Itti et al. and it is
inspired by the behaviour and neuronal architecture of the early
primate visual system. It computes multi-scale center-surround
differences in intensity, color and orientation spaces, resulting
in three conspicuity maps that are combined to obtain the final
saliency map. Contrast obtained through Itti’s model is the first
feature that we consider to describe defects.

The second feature that we propose is symmetry. This is
computed through the isotropic operator proposed by Koostra
et al. [8]. This operator has been successfully used for pre-
dicting human eye fixations in complex photographic images

where symmetry is not so evident. Furthermore, its authors use
the contrast model by Itti et al. as a reference for comparison.
The results show that, on many occasions, the symmetry
operator outperforms the contrast one.

The suitability of using contrast and symmetry when
looking for defects has been checked after computing the
levels of both features in images from our dataset (further
described in the next section). Figure 1 shows a test image
together with its ground truth (defective areas are labelled in
white) and the contrast and symmetry maps obtained using the
aforementioned methods. As can be observed, all the defective
areas in the image concentrate higher values of contrast and
symmetry while non-defective areas result darker, since they
obtain lower values for these two metrics. The same behaviour
is observed with the rest of the images in the dataset.

Figure 1. Contrast and symmetry levels on defects. From left to right and
from top to down: test image, ground truth, contrast map and symmetry map.
In the feature maps, lighter pixels indicate higher values.

IV. ASSESSMENT OF THE DEFECT DETECTOR

In this study we have used a dataset with 73 images of
large surfaces and structures including defective areas (cracks,
coating breakdown and different kinds of corrosion). This
dataset is available online! and also includes the ground truth,
consisting in black and white images where defects are labelled
in white (see top right image in Fig. 1).

SUN requires from a training step where different prob-
ability density functions must be computed. In our case,
both contrast and symmetry PDFs have been computed twice:
once for all the pixels of the images of the training set
and once again just for those pixels labelled as defective in
the corresponding ground truth image. The learning process
therefore provides four PDFs.

Figure 2 shows, by way of example, the four PDFS ob-
tained for the entire dataset. The contrast and symmetry values
have been normalized between O and 100 to facilitate the
comparison. From these plots we can draw some conclusions:

e The majority of pixels present low values of con-
trast and symmetry (peaks of both continuous lines
are slightly above 10) while defective pixels tend to
present higher values of both features (around 25 for
symmetry and around 35 for contrast).

Thttp://dmi.uib.es/~xbonnin/resources
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Figure 2. PDFs obtained for contrast and symmetry features. Dashed plots
represent the values obtained when just considering pixels on defective areas.

e  Contrast peaks are farther from each other than sym-
metry peaks. This could indicate that contrast will
perform better than symmetry when classifying pixels
as defective or non-defective. In other words, contrast
seems to be more discriminative than symmetry when
describing defective areas.

To evaluate the contribution of each feature to the per-
formance of the defect detector, the assessment has been
performed in three stages: first using just contrast, secondly
using symmetry alone and finally using both features together.
In other words, this section compares the results obtained with
three different versions of the defect detector.

The performance has been evaluated using Leave-One-Out
Cross-Validation (LOOCYV) [11]. Following this scheme, one
image is selected from the dataset and reserved, while the rest
of the images is used to obtain the feature PDFs that make up
the defect detector (training step). Finally, the reserved image
is used to validate the detector. This process is repeated for
each one of the images in the dataset and the results obtained
in each iteration are averaged.

Figure 4 presents some classification results for the three
versions of the defect detector. These results are provided as
gray scale images that we call defect maps. In these maps,
lighter areas correspond to those pixels for which the detector
output suggests higher probability of being affected by some
kind of defect. To facilitate the visualization, each map is
scaled between O and 255 to obtain a full range gray scale
image. As can be seen, the three versions of the defect detector
tend to assign higher probabilities to the areas that are indeed
labelled as defective in the corresponding ground truth image.

To compare the performance of the different versions of the
defect detector, a threshold 7 is used to set the pixels which
are classified as defective.

In order to perform a quantitative evaluation, we have
computed the True Positive Rate (TPR), or sensitivity, and the
False Positive Rate (FPR), or fall-out, for the three versions
of the defect detector. These have been computed for different
values of the threshold 7 to obtain the corresponding ROC
curves, which are presented in Fig. 3. Furthermore, to complete
the assessment, the values for the Area Under Curve (AUC)
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Figure 3. ROC curves and AUC values obtained for the three versions of

the defect detector.

[12] have been computed for the tree ROC curves, obtaining
the values also presented in Fig. 3.

Comparing the different ROC curves and AUC values we
can state some interesting results:

e  The three versions of the defect detector present good
performances during the classification task: on the
one hand, their ROC curves are above the diagonal,
what represents good classification results (better than
random) and relatively close to the (0,1) corner of the
ROC space, which corresponds to perfect classifica-
tion; on the other hand, the AUC attains a high value
above 0.8 for all curves.

e As we have predicted, contrast performs better than
symmetry for the dataset employed in this study.
This suggests that contrast provides more information
to discriminate between defective and non-defective
areas.

e  The combination of symmetry and contrast results in a
defect detector with better performance than the other
versions, presenting the highest AUC value (slightly
above 0.9). This indicates that symmetry provides
complementary information to contrast.

In the light of these results, we can state that the presented
framework can successfully detect defective areas in digital
images.

V. CONCLUSION

In this work, we present the idea of using saliency mecha-
nisms for defect detection. We propose to use the Bayesian
framework SUN, devised to provide saliency information
based on natural statistics, to combine probabilistic information
obtained using two different features: contrast and symmetry.
These two features have been selected due to their well-known
relation with the idea of conspicuity. After some experiments,
we prove that contrast and symmetry appear in defective areas
with higher probability than in non-defective areas.



Figure 4. Defect maps obtained for four test images. Columns from left to right: test image, ground truth and defect maps obtained using contrast, symmetry
and both features together. In the defect maps, lighter pixels indicate higher probability of being defective.

The Bayesian framework SUN has been fed with infor-
mation provided just by contrast, just by symmetry and by
both features together; resulting in three different versions of
the defect detector. After assessing their performances using
LOOCY, the results obtained prove the feasibility of using such
framework for defect detection in real images.

As future work, we plan to combine specific information
describing the kind of defects to be found. For example,
corrosion inspection on steel surfaces could be carried out
adding roughness and colour information to the Bayesian
framework since corroded steel surfaces usually present a
rough texture and reddish colours. The usability of these
features for corrosion detection have already been proved in
[13] and [14]. We plan to estimate the PDFs corresponding to
these additional features and combine them with the contrast
and symmetry PDFs used in this work. The idea is to test
the improvement achieved when adding specific (dependent of
target defect) to generic information (based on the conspicuity
concept).
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